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Abstract

We propose a modification of the Pattern Informatics (PI) method that has been developed for forecasting the locations of future
large earthquakes. This forecast is based on analyzing the space–time patterns of past earthquakes to find possible locations where
future large earthquakes are expected to occur. A characteristic of our modification is that the effect of errors in the locations of past
earthquakes on the output forecast is reduced. We apply the modified and original methods to seismicity in the central part of Japan
and compared the forecast performances. We also invoke the Relative Intensity (RI) of seismic activity and randomized catalogs to
constitute null hypotheses. We do statistical tests using the Molchan and Relative Operating Characteristic (ROC) diagrams and the
log-likelihoods and show that the forecast for using the modified PI method is generally better than the competing original-PI
forecast and the forecasts from the null hypotheses. Using the bootstrap technique with Monte-Carlo simulations, we further
confirm that earthquake sequences simulated based on the modified-PI forecast can be statistically the same as the real earthquake
sequence so that the forecast is acceptable. The main and innovative science in this paper is the modification of the PI method and
the demonstration of its applicability, showing a considerable promise as an intermediate-term earthquake forecasting tool.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction

The Earth's crust is clearly extremely complex and it
is generally accepted that earthquakes are a chaotic
phenomenon (Turcotte, 1997). Thus, as in the case of
weather forecasting, earthquake forecasting must be
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considered on a statistical basis (Rundle et al., 2003).
The statistical properties of seismicity patterns can be
used to forecast future earthquakes. Basic types of
statistical seismicity precursors include foreshock,
quiescence, swarms, activation, and doughnuts (e.g.,
Mogi, 1985; Turcotte, 1991; Scholz, 2002; Kanamori,
2003). For example, a sequence of earthquakes preceded
the 1906 San Francisco earthquakes (Sykes and Jaumè,
1990). This type of seismic activation has been reported
and quantified as a power-law increase of the number of
earthquakes with time prior to the large earthquake (e.g.,
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Bufe and Varnes, 1993; Bowman et al., 1998; Jaumè and
Sykes, 1999; Main, 1999). However, the success of
these studies has depended on knowing the location of
the subsequent earthquake. Several groups systemati-
cally developed algorithms to find premonitory seis-
micity patterns. The Russian group studied premonitory
seismic activation for some strong earthquakes in
California and Nevada using algorithm “CN” and for
magnitude m>8 worldwide using algorithm “M8” (e.g.,
Kellis-Borok, 1990; Kellis-Borok and Rotwain, 1990;
Kellis-Borok and Kossobokov, 1990; Kellis-Borok and
Soleviev, 2003). Another group (e.g., Wyss, 1997; Wyss
and Martirosyan, 1998; Wyss and Wiemer, 2000) found
premonitory seismic quiescence for Armenian and
Landers earthquakes using algorithm “Zmap” (see also
Wyss and Habermann, 1988). Independently from this
group, Enescu and Ito (2001) used the algorithm and
found premonitory quiescence before the 1995 Hyogo-
Ken Nanbu (Kobe) earthquake. However, several
researchers pointed out that some of these results lead
to conflicting assessments of the algorithms' effective-
ness (Matthews and Reasenberg, 1987; Rundle et al.,
2003).

A new approach to earthquake forecasting, the
Pattern Informatics (PI) approach, has been proposed
by Rundle et al. (2002) and Tiampo et al. (2002). This
approach is based on the strong space–time correlations
that are responsible for the cooperative behavior of
driven threshold systems and arises both from threshold
dynamics as well as from the mean field (long range)
nature of the interactions. The PI technique can be used
to detect precursory seismic activation or quiescence
and make earthquake forecasts. The PI method has been
applied to California, Japan, and on a worldwide basis
for forecasting large events during the period from 2000
to 2009 (Tiampo et al., 2002; Rundle et al., 2002, 2003;
Holliday et al., 2005; Nanjo et al., in press), and we are
still checking how this works. For example, our group
made a forecast map for the central part of Japan. This
map was first presented by one of the authors (JBR) at
an invited lecture at Kyoto University, chaired by Prof.
James Mori on October 13, 2004, and at the
International Conference on Geodynamics held on
Oct. 14–16, 2004 at the University of Tokyo, Japan
(Organizer: Prof. Mitsuhiro Matsu'ura, University of
Tokyo), prior to the occurrence of the Oct. 23, 2004
Niigata earthquake (magnitude of 6.8). This earthquake
occurred very near the area where future large earth-
quakes were expected, but not on the area. This
imperfect forecast suggests the requirement of improv-
ing the method for better earthquake forecasting. The
purpose of this paper is to discuss a modification of the
PI method and apply the modified method to the
seismicity in the study region that Nanjo et al. (in press)
considered. We test whether or not the forecast by using
this new method is better than the forecast by using the
original one and the forecasts from two null hypotheses.
These hypotheses are based on the spatially coarse-
grained Relative Intensity (RI) of seismic activity and
on a set of randomized or reshuffled catalogs as in
previous papers (e.g., Bowman et al., 1998; Zöller et
al., 2001; Tiampo et al., 2002). For our test, we do
visual comparison between the forecast maps generated
by using both methods. We also use statistical
examinations based on (1) the log-likelihood test, (2)
the Molchan diagram (e.g., Molchan, 1997), (3) the
Receiver (or Relative) Operating Characteristic (ROC)
diagram (Joliffe and Stephenson, 2003), and (4) the
bootstrap technique (e.g., Kagan and Jackson, 1994).
The use of (1), (2), and (4) for the forecast verification
has been proposed by many seismologists (e.g., Kagan
and Jackson, 1995; Jackson, 1996; Gross and Rundle,
1998; Kagan and Jackson, 2000; Newman and
Turcotte, 2002; Schorlemmer et al., 2006; McGuire et
al., 2005). The ROC diagram has been used in the field
of atmospheric sciences (Joliffe and Stephenson, 2003),
and recently it was introduced to seismology (Holliday
et al., 2005). We describe these four methods for
forecast verification so that they can be reproducible.
The modified method that we will present is one of the
novel and innovative points in our paper. Note that
Nanjo et al. (in press) did not use this type of
modification. Before discussing the PI method and its
modification, we will consider the null hypotheses
invoked for our forecast verification.

2. Forecasting techniques

2.1. Null hypotheses

To establish forecast verification, the PI forecast must
be better than other candidate forecasts from the null
hypotheses. For this purpose, we use two kinds of
forecasts. One is a forecast based on the coarse-grained
Relative Intensity (RI) of seismicity. Measures similar to
the RI forecast have been proposed for the “standard
null hypothesis” (Kagan and Jackson, 2000). The RI
hypothesis was used for testing the PI forecast for
southern California earthquakes (Tiampo et al., 2002).
An alternative candidate is a forecast based on a number
of synthetic random catalogs or reshuffled catalogs. We
denote this as RAN forecast. The use of this type of
forecast has been proposed by many researchers (e.g.,
Bowman et al., 1998; Zöller et al., 2001; Tiampo et al.,
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2002) to quantify the probability of successful forecasts
to occur by chance. The reader can assess how more
significant the PI forecast is against the RI one, because
we really do not know how to quantify and how much to
believe the observed better performance of PI. From a
practical standpoint, such tests will be the only way to
show the effectiveness of the proposed method. Before
discussing the RAN forecast, we will consider the RI
forecast.

1. The study region is divided into a grid of boxes. Each
box has a linear dimension of Δx.

2. The number of earthquakes with magnitude m larger
than or equal to a lower cutoff magnitude mc in box i
is determined during the period from tS to tE. This
number is averaged to obtain the number of earth-
quakes per day, denoted by ni(tS,tE).

3. Relative value of this number is called RI score. This
score is given in the form ni(tS,tE) /nMAX, where
nMAX is the largest value of ni(tS,tE). The RI score lies
between zero and one.

4. If we consider a threshold value w in the interval
from zero to one (0≤w≤1), future large earthquakes
are expected only in boxes of RI scores larger than
this value w. The boxes of RI scores smaller than the
threshold value w are the sites at which future large
earthquakes are forecast not to occur.

5. In the framework of RI forecast, larger earthquakes
are considered most likely to occur at sites of higher
seismic activity. This forecast constructs the first null
hypothesis.

Although many researchers (e.g., Bowman et al.,
1998; Zöller et al., 2001) proposed algorithms to make
a synthetic random catalog or reshuffled catalog, we
use a similar procedure taken by Tiampo et al. (2002).
Note that the concept of their randomizing technique
is similar to that used by Bowman et al. (1998) and
Zöller et al. (2001). To construct a random earthquake
catalog, we take the number of earthquakes in this
catalog to be the same as that of earthquakes in the
real catalog. For an event, we assign an occurrence
time at random over the years tS to tE. We also
randomly assign locations over the study region.
Events assigned by this process constitute a catalog.
Randomizing in this way destroys whatever coherent
space–time structure may have existed in the data. We
apply the modified PI method that will be introduced
in Section 2.2 to a set of the random catalogs obtained
by this procedure. This application constructs the
second null hypothesis. The approach based on this
hypothesis is the RAN forecast.
2.2. PI method and its modification

We give a brief description of the original PI method
and then discuss its modification.

1. As was done for the RI forecast, the study region
is divided into a grid of boxes with a linear
dimension Δx.

2. All earthquakes in the region with m≥mc since
the time denoted by t0 are included. Note that
aftershocks are not removed from our analysis.
Our method is based on the strong space–time
correlations that are responsible for the coopera-
tive behavior of earthquakes and aftershocks are
also considered to constitute an important com-
ponent of the correlations.

3. Three time intervals are considered.
i). A reference time interval from tb to t1.
ii). A second time interval from tb to t2 (t2> t1).

The change interval over which seismic
activity changes are computed is then from
t1 to t2. The time tb is chosen to lie between t0
and t1. The objective is to quantify anomalous
seismic activity in the change interval from t1
to t2 relative to the reference interval from tb to
t1.

iii). The forecast time interval from t2 to t3 is the
interval for which the forecast is valid. We
take the change and forecast interval to have
the same length.

4. The seismic intensity of a box for time interval
is the average number of earthquake with m≥mc

that occurred during the time interval. The
seismic intensity of box i over the reference
interval tb to t1, ni(tb,t1), is the average number
of earthquakes from tb to t1. The seismic
intensity of box i over the interval tb to t2, ni
(tb,t2), is the average number of earthquakes
from tb to t2.

5. In order to compare the intensities from two
different time intervals, we require that they have
the same statistical properties. Therefore, we
normalize the seismic intensities by subtracting
the mean seismic activity of all boxes and dividing
by the standard deviation of the seismic activity in
all boxes. We denote these normalized intensities
by ni⁎(tb,t1) and ni⁎(tb,t2).

6. Our measure of anomalous seismicity in box i is the
difference between the two normalized seismic
intensities, Δni⁎(tb,t1,t2)=ni⁎(tb,t2)−ni⁎(tb,t1).

7. To reduce the relative importance of random
fluctuations (noise) in seismic activity, we
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compute the average change Δni⁎(tb,t1,t2) over all
possible initial times tb from t0 to t1. The result is
Δni⁎(t0,t1,t2).

8. We define the probability of a future earthquake in
box i, Pi(t0,t1,t2), as the square of the average
intensity change, Pi(t0,t1,t2)={Δni⁎(t0,t1,t2)}

2.
9. To identify anomalous regions, we wish to

compute the change in the probability Pi(t0,t1,t2)
relative to the background so that we subtract the
mean probability over all boxes <Pi(t0,t1,t2)>.
This change in the probability is denoted by Pi′(t0,
t1,t2)=Pi(t0,t1,t2)−<Pi(t0,t1,t2)>.

10. Relative value of the change in the probability is
called the PI score. This score is given in the form
Pi′(t0,t1,t2) /PMAX, where PMAX is the largest value
of Pi′(t0,t1,t2). Because we are interested in seismic
activation and seismic quiescence relative to the
background, if boxes have the PI scores smaller
than zero, these scores are replaced by zero. The
PI score is zero to one.

11. If we consider a threshold value w in the interval
from zero to one, future large earthquakes are
expected likely in boxes of PI scores larger than
this value w. The boxes of PI scores smaller than
the threshold value w are the sites at which future
large earthquakes are forecast not to occur.

12. In the framework of PI forecast, larger earth-
quakes are considered likely to occur at sites of
higher seismic activity or quiescence.

The original procedure described above was used to
construct a forecast for California (Tiampo et al., 2002,
Rundle et al., 2002, 2003; Holliday et al., 2005). Also,
this method was used in our preliminary research (Nanjo
et al., in press) for the same study region that we
consider in this paper. Here we introduce a modification
of the PI method. This modification is to use a Moore
neighborhood for the process of binning the data,
thereby accounting for errors in event location. The
Moore-binning is implemented by averaging the
seismicity over the box and the 8 surrounding boxes
(the Moore neighborhood is discussed in Wolfram,
2002). We count the total number of earthquakes in box
i and the 8 surrounding boxes for the reference interval
from tb to t1. Then, this number is divided by 9, and we
regard this divided number as the number of earth-
quakes associated with box i for the reference interval.
This modification for obtaining the seismic intensity ni
(tb,t1) replaces step 4 of the original PI method. This
number is averaged over the reference interval to obtain
ni(tb,t1). This process of binning data is applied to obtain
the other intensity ni(tb,t2) as well as the intensity ni(tS,
tE) in step 2 of the RI method. Note that this
modification was not used by Nanjo et al. (in press).
We will compare the forecast map generated by using
the original method shown in Nanjo et al. (in press) with
that by using the modified method.

3. Methods for forecast verification

3.1. ROC and Molchan diagrams

In this framework of ROC, meteorological phenom-
ena such as tornadoes, rains, and floods can be regarded
as simple binary events and forecasts for these events are
often issued as unqualified states that they are or are not
likely to occur. This type of forecasts is referred to as yes/
no or binary forecast. The ROC diagram is based on a
2×2 contingency table. As done for tornado forecasts by
Joliffe and Stephenson (2003), let us consider this table
for earthquake forecasts. The contingency table is
constructed as follows: The top left cell represents the
number of boxes (a)where earthquakes had been forecast
to occur (s≥w) and earthquakes were actually observed.
Either PI score or RI score is denoted by s. The top right
cell represents the number of boxes (b) where earth-
quakes had been forecast to occur (s≥w) but no
earthquakes were observed. The bottom left cell
represents the number of boxes (c) where earthquakes
had been forecast not to occur (s≤w) but earthquakes
were actually observed. The bottom right cell represents
the number of boxes (d) where earthquakes had
been forecast not to occur (s≤w) and no earthquakes
were actually observed. Following Joliffe and Stephen-
son (2003), this table provides us with hit rate HROC=a /
(a+c) and false alarm rateF=b / (b+d). These rates are in
the range from zero to one. The ROC diagram is based on
the hit rate HROC against the false alarm rate F. As the
decision threshold w varies from low to high, the values
ofHROC andF vary together from high to low to trace out
theROCcurve for the system.Abenchmark forecast is an
ideal random forecast (RAN forecast), expressed by the
equation HROC=F (Joliffe and Stephenson, 2003). A
better forecast is located in the upper left relative to the
equation. The perfect forecast is represented by an ROC
that rises from (F, HROC)=(0, 0) along the HROC-axis to
(0, 1), then straight to (1, 1). Holliday et al. (2005) applied
the diagram to verify their forecast skill for California
earthquakes. However, the direct application of this
diagram to Japan seems to be not appropriate. As shown
later, we see strong clustering of seismicity such as
earthquake swarms and aftershock sequences in the study
region. Within the framework of the original ROC
diagram, we do not consider the total number of
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earthquakes forecast to occur in each box, rather we ask
only whether at least one earthquake occurs at a forecast
location. As a result, the effect of clustering cannot be
easily evaluated for this method of forecast verification.
Here we consider a case given below to modify the
original ROC diagram: all earthquakes that land on one
box are considered separately. We compute the contin-
gency table according to the following recipe. Suppose
that there are, say 50 earthquakes in the forecast interval.
Then, assume that some of these hit the same box. We
consider J=50 earthquakes to constitute 50 independent
realizations of the test. For each realization,we compute a
contingency table given in Table 1a. The q-th realization
is computed as follows: aq is defined by the number
(either 1 or 0) of boxes with s≥w hit by the one
earthquake during the forecast interval; bq is defined by
the number of boxes with s≥w not hit by the earthquake
during the forecast interval; cq is defined by the number
(either 1 or 0) of boxes with w≥ s≥0 hit by the
earthquake during the forecast interval; and dq is defined
by the number of boxes with w≥ s≥0 not hit by the
earthquake during the forecast interval. In this example,
there will be J=50 such contingency tables. To obtain the
total contingency table, we compute to individually sum
aq, bq, cq, and dq, as shown in Table 1b.

The Molchan diagram has been used for earthquake
prediction as a decision-making problem (e.g., Molchan,
1997; Newman and Turcotte, 2002; McGuire et al.,
2005). This diagram is based on the hit rateHMOL and the
alarm rate r. We divide the number of earthquakes that
occurred at boxes where earthquakes were forecast to
occur (s≥w) by the total number of earthquakes to be
forecasted. This divided number defines the hit rate
HMOL. We next divide the number of boxes where
earthquakes had been forecast to occur (s≥w) by the
total number of boxes. This divided number defines the
Table 1
Nomenclature of contingency tables for the ROC diagram

Forecast Observed

Yes No Total

a
Yes aq bq aq+bq
No cq dq cq+dq
Total aq+cq bq+dq aq+bq+cq+dq

b
Yes aSUM=Σq=1

50 aq bSUM=Σq=1
50 bq aSUM+bSUM

No cSUM=Σq=1
50 cq dSUM=Σq=1

50 dq cSUM+dSUM
Total aSUM+cSUM bSUM+dSUM aSUM+bSUM+cSUM

+dSUM

(a) The contingency table for the q-th realization. (b) The total
contingency table.
alarm rate r. As done for the ROC diagram, the decision
threshold w varies from low to high so that the values of
HMOL and r vary together from high to low to trace out
the Molchan curve for the system. Similarly to the ROC,
the equation HMOL= r is a benchmark forecast, an ideal
random forecast (RAN forecast). A better forecast is
located in the upper left relative to the equation.

3.2. Likelihood test

The likelihood test is used to evaluate the accuracy
with which the score s can forecast future (t2< t≤ t3)
large (mJMA≥5) events, relative to forecasts from the
null hypotheses. The likelihood L is a probability
measure that can be used to assess the utility of one
forecast measure over another. Typically, one computes
the logarithm of the likelihood (log10L) for the proposed
measure and compares this measure to the likelihood
measure for a representative null hypothesis. The ratio
of these two values then yields information about which
measure is more accurate in forecasting future events.

In the likelihood test, a probability density function is
required. We use a global Gaussian model and a local
Poissonian model. The use of the Gaussian model was
proposed for testing the PI method forecast (Tiampo et
al., 2002). The second model used is based on work
performed by the Regional Earthquake Likelihood
Methods (RELM) group (Schorlemmer et al., 2006).
The likelihood is defined by LG for the Gaussian model
and by LP for the Poissonian model.

3.2.1. Global Gaussian model
In their original analysis, Tiampo et al. (2002)

calculated likelihood values by defining Pr[x] to be
the union of a set of N Gaussian density functions pG
(|x−xi|) (Bevington and Robinson, 1992) centered at
each box xi. Each individual Gaussian has a standard
deviation σ equal to the box scale Δx (0.1≈10 km in
this study) and a peak value equal to the calculated score
si (PI score, RI score or RAN score at box i) divided
by σ2. Pr[x(ej)] is therefore a probability measure that
the j-th future large earthquake ej occurs at location x(ej),

Pr½xðejÞ� ¼
XN
i¼1

si
r2

exp −
jxðejÞ−xij2

r2

" #
: ð1Þ

If there are J future events, the likelihood LG that all J
events are forecast is

LG ¼
YJ
j¼1

Pr t xðejÞbPN
i¼1

Pr½xi�
: ð2Þ

http://www.earthquake.ethz.ch/docs/drafts/draft_relmtest
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We consider the ten-based logarithm of this value LG,
log10(LG).

3.2.2. Local Poissonian model
Following Schorlemmer et al. (2006), the second

model used is introduced. For each box i, an expectation
value ζi is calculated by scaling the local score si by the
number of earthquakes that occurred over all space
during the forecasted time period,

fi ¼ hsi; ð3Þ
where θ is the number of post-t2 events. Note that for any
future time interval (t2< t< t3), θ could in principle be
estimated by using the Gutenberg–Richter relation. For
each box an observation value ωi is also calculated such
that ωi contains the number of post-t2 earthquakes that
actually occurred in box i. Note that

PN
i¼1

xi ¼ h. For this
model it is assumed that earthquakes are independent of
each other. Thus, the probability of observing ωi events
in box iwith expectation ζi is the Poissonian probability,

piðxijfiÞ ¼
fxi
i

xi!
expð−fiÞ: ð4Þ

The likelihood LP for a given calculation is given by the
product of the individual box probabilities,

LP ¼
YN
i¼1

piðxijfiÞ: ð5Þ

As was done for the Gaussian case, we take log10(LP) in
order to evaluate a forecast skill.

It should be remarked that one of the known
problems with likelihood method is that the computed
likelihood score is strongly influenced by the probability
value of the least-likely events. This problem means that
assumptions about residual or “background probabili-
ties” can determine the outcome of the test, especially
when testing a model against a null hypothesis.
Nonetheless, we use this likelihood because it is a
standard practice for forecast verification in seismology.
4. Data and parameters

We use the data catalog maintained by the Japan
Meteorological Agency (JMA). This catalog includes
the data of earthquakes with mJMA≥0 for the time
period since 1923 in and around Japan. The relevant
data consist of time, magnitude, and location given by
east longitude, north latitude, and depth.

It is well known that the specific catalogue has one
serious weakness, namely the mJMA magnitude that it
reports. A simple examination of mJMA with moment
magnitude, mW, shows a very complicated behavior for
the whole mW ranges. A typical example for the mJMA

behavior is given by Scordilis (2005), where mJMA

breaks at mW=5.5. Above this magnitude of mW=5.5,
mJMA is roughly equal to mW. Below mW=5.5, mJMA is
smaller than mW. As a result, mJMA=3.0 means an
mW=4.0. This non-linear behavior simply creates a
complex situation which is very different from Cali-
fornia. However, we do not take care of the non-linear
behavior between mJMA and mW because this choice
does not influence our results. Our reason of the choice
is that to generate forecast maps made by the use of PI
and RI methods we consider the number of earthquakes
in each box, not magnitude of earthquakes.

Study region is the region between 136.0–142.0°
east longitude and between 33.0–38.0° north latitude,
with the depth shallower than 20 km. This depth of
20 km is believed to be the lower limit of the crustal
seismogenic zone in the study area, but does not include
seismicity from the subduction zones. The Tokyo
metropolitan area is located at the center of this region.
We useΔx=0.1°≈10 km. Boxes of this size correspond
roughly to the linear scale size of a mJMA=mW≈5.6–
5.7 earthquake (Wells and Coppersmith, 1994). How-
ever, a mJMA≈5 earthquake occurring within a box is
large enough to influence the stress and seismicity
within the entire box.

The study region is divided into a grid of 3000 square
boxes of 0.1°×0.1°×20 km. We try to forecast earth-
quakes of mJMA≥5. The idea is to use information on
small events having spatial scales λ<Δx to forecast the
occurrence of large events having scales λ>Δx. The
question is what happens for events that are much larger
than an event of magnitude mJMA>5, for example
mJMA=6.5 or 7.0 events, which are almost annually
found in Japan. One of the representative events is the
Niigata earthquake (mJMA=6.8) which has an expected
fault length of more than 40 km, the scale of this is larger
than the linear scale of four boxes. Our algorithm
equally works between an event of mJMA=5 and that of
mJMA=6.5 or 7.0. This means that the algorithm does
not distinguish between them before the subsequent
earthquake. In other words, we do not forecast the
magnitude of expected earthquakes from the PI score.

The forecast of our algorithm is evaluated based on
the epicentral location of an earthquake, not on the
rupture area of the earthquake, irrespective of the
magnitude. Although published work for quiescence
patterns (e.g., Wyss, 1997; Wyss andMartirosyan, 1998;
Wyss and Wiemer, 2000) indicated that these patterns
were found to be close to the fault of the expected main

http://www.earthquake.ethz.ch/docs/drafts/draft_relmtest
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shock, seismic activation–acceleration is found on much
larger space–scales of the order of 10 times the fault
length (Sykes and Jaumè, 1990; Bufe and Varnes, 1993;
Bowman et al., 1998; Jaumè and Sykes, 1999; Main,
1999; Du and Sykes, 2001). For example, Du and Sykes
(2001) demonstrated that such pattern is found at some
distance (similar to Mogi doughnut) from the epicenter.
The space–scale of the activation–acceleration patterns
is clearly larger than that of the premonitory patterns we
consider. In future research, we will consider how the
large-scale patterns previously reported are compatible
with our analysis of seismic anomalies at scales of the
order of the fault length.

We discuss the selection of the minimum magnitude
mc used for our analysis. Work on accelerated deforma-
tion (power-law increase on much larger space–scale)
supports the conclusion that earthquakes to be used in the
analysis should be taken as smaller by 2 magnitude units
than the main shock (Bufe and Varnes, 1993). Jaumè and
Sykes (1999) suggested 2–3 magnitude units and
Papazachos et al. (2005) suggested a variation of this
unit with the values between 1.5 and 2.0. This magnitude
unit is not well constrained and in any case the studies on
the accelerated deformation concern very different areas,
but the typical value is 2. However, similar results do not
exist for quiescence patterns. Tiampo et al. (2002),
Rundle et al. (2002, 2003), and Holliday et al. (2005)
applied the PI method to forecasting California earth-
quakes of magnitudes larger than or equal to 5, takingmc

to be 3. Their approach is to find both seismic activation
and quiescence. Although mc is not well constrained at
this moment, we take into consideration the suggestions
by Bufe and Varnes (1993), Jaumè and Sykes (1999),
and Papazachos et al. (2005) and follow Tiampo et al.
(2002), Rundle et al. (2002, 2003), and Holliday et al.
(2005). We hypothesize that earthquakes with magni-
tudes larger than mc + 2 will preferentially occur
following the anomaly during the forecast interval t2 to
t3. However, we point out that it is of interest to test
different values of mc because this test might address
how important the 2 magnitude units is for pattern
identification, and would also allow for a magnitude-
dependent performance investigation.

The reader may note that we do not remove
aftershocks from our analysis. The use of the strong
correlations in space–time domain that are responsible
for the corporative behavior of earthquake is the basis of
our method, and we believe that aftershocks constitute
some parts of the correlations.

For the study region, we take the time t0=Jan. 1,
1965 as a reference. The reader may note that the JMA
catalog is not complete for earthquakes with magnitudes
mJMA≥3 since 1965. However, main question related to
this time is whether the spatial pattern of the anomalies
in the PI map is substantially changed for varying the
time t0. To address this question, the time t0 will be taken
to be in the range Jan. 1, 1940 to Jan. 1, 1988 to generate
the modified PI forecast maps, then these maps are
compared with the PI forecast map generated for the
time t0=Jan. 1, 1965. We do not see large differences
among these maps for t0=1940–1970. Therefore, we
consider the reference time of t0=Jan. 1, 1965. Details
of the choice of this time will be discussed in Section 8.

The forecast interval is defined as ten years from Jan.
1, 2000 to Dec. 31, 2009. To forecast events in this
interval, we use the change interval of ten years from Jan.
1, 1990 to Dec. 31, 1999. The length of the change
interval is taken to be equal to that of the forecast
interval. This equality is based on the implication from
the diffusive mean field nature of the dynamics studied
by Rundle et al. (2002) and Tiampo et al. (2002). See
these papers for further detail. Forecasts computed from
changes over a time interval Δt= t2− t1 should convey
information for time approximately in the range t2< t≤ t2
+Δt. That is, the time interval Δt during which the
change occur should be roughly the time intervalΔt after
t2 for which the forecast is valid. Because of this, we take
the length of the change interval to be equal to that of the
forecast interval. Thus, our resulting maps that we will
show are applicable to ≤ ten-year forecasts but it is
doubtful to apply these maps to >ten-year forecasts.

We now describe the large earthquakes that occurred
in the study region during the forecast period. Ninety-
seven earthquakes having mJMA≥5 were observed
during the period Jan. 1, 2000–the present. An
earthquake swarm associated with Miyake volcano
started on Jun. 26, 2000. Since then there have been
74 earthquakes with 5.0≤mJMA<6.0 and six earth-
quakes with 6.0≤mJMA. This swarm is located at about
33.8–34.3° north latitude and 139.0–139.5° east
longitude. The Oct. 23, 2004 Niigata Chuetsu earth-
quake of mJMA=6.8 occurred. The epicentre was 138.7°
east longitude and 37.3° north latitude and the depth was
6 km. Large aftershocks with 5.0≤mJMA occurred
around the hypocenter of this earthquake.

Finally, the times (tS, tE, t0, t1, t2, t3) and time intervals
are summarized. The forecast interval is from Jan. 1,
2000 to Dec. 31, 2009. The change interval is from Jan.
1, 1990 to Jan. 1, 1999. The times are t3=Dec. 31, 2009,
tE= t2=Dec. 31, 1999, t1=Jan. 1, 1990, and tS= t0=Jan.
1, 1965. Fig. 1a shows the spatial distribution of
earthquakes (triangles) with magnitude mJMA≥mc=3
during the period from tS= t0 to tE= t2. Circles are
earthquakes with mJMA≥5 since tE= t2.
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5. Results

5.1. Forecast maps

The application of the original PI method was
illustrated for the forecast period 2000–2009 by Nanjo
et al. (in press) and is reproduced in Fig. 1b. Using the
modified PI method, we generate the map for the same
forecast period in Fig. 1c. PI scores are given in the form
log10(PI score), using the color-code. A value of −4
corresponds, according to the color bar, to white color.
However, note that physically, the white boxes actually



Table 2
Hit rate HMOL and alarm rate r of the modified PI and RI forecasts for
w=0.9 (a) and w=0.25 (b)

a b

w=0.9 Hit rate,
HMOL

Alarm
rate, r

w=0.25 Hit rate,
HMOL

Alarm
rate, r

PI 51 /97
=0.53

12 /3000
=0.004

PI 78 /97
=0.80

46 /3000
=0.015

RI 0 /97=0 16 /3000
=0.005

RI 49 /97
=0.51

60 /3000
=0.02
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correspond to areas whose mean squared activity is
equal to or less than the average of the entire region.
Also note that the color bar is drawn with interpolated
colors while in the figures only 4 discrete shades are
found. Thus, based on the color bar, we know the
approximate ranges of PI score for the individual map
boxes in the figures. In the terminology of binary
forecast maps, these discrete colors correspond to values
of the “decision threshold” w (Joliffe and Stephenson,
2003). Further, note that coloring the onshore and
offshore regions in eggshell does not give any
information on the PI score. Only positive values of PI
score are given so that the color-coded areas represent
the areas of anomalously high seismic activation or
quiescence relative to the mean level of activity. Circles
for both figures are earthquakes with mJMA≥5 for the
forecast interval. Triangles in Fig. 1b are earthquakes
with mJMA≥5 within the change interval. In general, the
color-coded anomalies are associated with future large
earthquakes (circles). For example, circles for the 2000
Miyake earthquake swarm fall into the colored regions.
The 2004 Niigata Chuetsu earthquake and its after-
shocks did not occur at the seismically anomalous
region, but near the region. Comparison between these
figures shows that the association of the future large
earthquakes with the color-coded anomalies in Fig. 1c is
stronger than that in Fig. 1b. The modified approach in
Fig. 1c enlarges the areas with high PI values and
reduces “noisy” anomalies that are the areas with small
PI values. Thus, our visual inspection prefers the
modified PI method to the original one.

The application of the modified RI forecast (the use
of the Moore neighborhood) is illustrated in Fig. 1d for
the forecast period 2000–2009. The logarithmic values
of the RI score, log10(RI score), are color-coded and this
code is the same as that in Fig. 1b and c. Circles
represent future large earthquakes. The procedure to
make this map is the same as that to make the maps by
using the original RI method in previous studies
(Tiampo et al., 2002; Rundle et al., 2002, 2003) except
Fig. 1. Spatial distribution of earthquakes and forecast maps. (a) Epicenter m
using (b) the original method and (c) the modified method. (d) The modif
t0= tS=Jan. 1, 1965, t1=Jan. 1, 1990, and t2= tE=Dec. 31, 1999. Circles repr
Geographic references (city names and name of earthquakes shown) are inclu
magnitude mJMA≥mc=3 with the depth shallower than 20 km during the
earthquakes with 5.0≤mJMA in 1990–1999. The map in (b) is the same as t
references into this figure. Logarithmic values of the PI score log10(PI score)
color code. A value of −4 corresponds, according to the color bar, to white c
note that the color bar is drawn with interpolated colors while in the figures on
approximate ranges of PI and RI scores for the individual colors in the figu
correspond to values of the “decision threshold” w (Joliffe and Stephenson,
eggshell does not give any information on the PI and RI scores.
for the use of a Moore neighborhood. Note that these
circles are associated with the areas of large and
moderate RI scores. Clearly, the possible locations
where future large earthquakes are expected are broader
than those in Fig. 1b and c.

5.2. Forecast verification

A rigorous test for forecast verification is needed, one
whose underlying assumptions are understood, and
whose performance has been evaluated extensively in
the literature. We first consider the Molchan diagram. To
make this diagram easily reproducible, we show the hit
rate HMOL and alarm rate r at two threshold values
w=0.9 and 0.25 in Table 2 for the modified PI method
(Fig. 1c) and the modified RI method (Fig. 1d). Varying
the threshold from 1 to 0, we obtain many sets of HMOL

and r. Solid and dashed curves in red in Fig. 2a are the
modified PI and RI forecasts, respectively. Table 2a is
given by filled and unfilled triangles. Filled and unfilled
circles give Table 2b. Also included are the results for
the use of the original PI (blue solid curve) and RI (blue
dashed curve) methods. Green line is the ideal RAN
forecast (HMOL= r). Included in this figure is the RAN
forecast based on 100 reshuffled catalogs (dash-dotted
curves). In general, it can be seen that the modified PI
approach (red solid curve) outperforms the original PI
approach and the original and modified RI ones under
ap of earthquakes. The PI method forecast for the period 2000–2009,
ied-RI-based forecast for the period 2000–2009. The times used are
esent events with 5.0≤mJMA during the time period 2000–the present.
ded into (a), (b), (c) and (d). Red triangles in (a) are the earthquakes of
period from Jan. 1, 1965 to Dec. 31, 1999. Triangles in (b) are the
hat presented in Nanjo et al. (in press) but we include the geographic
in (b) and (c) and the RI score log10(RI score) in (d) are given using the
olor, but note that this value corresponds to a transparency patch. Also
ly 4 discrete shades are existent. Thus, based on the color bar, we know
res. In the terminology of binary forecast maps, these discrete colors
2003). Further, note that coloring the onshore and offshore regions in



Fig. 2. Results of earthquake forecasts using the modified and original
PI and RI methods based on Molchan diagram (a) and ROC diagram
(b). Solid and dashed lines in red denote the results with the use of the
modified PI and RI forecast, respectively. These lines in blue
correspond to the original PI and RI forecasts, respectively. The
ideal RAN forecast is expressed by the equations HMOL= r (a) and
HROC=F (b). The results of RAN forecasts obtained for 100 random
catalogs are shown by the dash-dotted lines. Also included are the
results of forecasting earthquakes without aftershocks of the Niigata
earthquake by using the modified PI and RI methods (solid and dashed
lines in cyan). For both figures, the filled circle (modified RI method)
and the unfilled one (modified PI method) are associated with the
threshold w=0.25. The filled triangle (modified RI method) and the
unfilled one (modified PI method) in (a) correspond to the threshold
w=0.90.

Table 3
Contingency table for w=0.25 for the modified PI and RI forecasts in
(a) and (b), respectively

Forecast Observed

Yes No Total

a. PI, w=0.25
Yes (aSUM) 1×78+

0×19=78
(bSUM) 45×78+
46×19=4384

4462

No (cSUM) 0×78+
1×19=19

(dSUM) 2954×78+
2953×19=286,519

286,538

Total 97 290,903 291,000

b. RI, w=0.25
Yes (aSUM) 1×49+

0×48=49
(bSUM) 45×49+46×
48=4413

4462

No (cSUM) 0×49+
1×48=48

(dSUM) 2954×49+
2953×48=286,490

286,538

Total 97 290,903 291,000
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many circumstances and these approaches outperform
the two RAN ones by a large margin.

We next take the ROC diagram. In order for the
reader to reproduce what we did and judge whether our
claims of successful forecasts are justified by the data or
not, we show two contingency tables at a threshold
value w=0.25 in Table 3 for the modified PI method
(Fig. 1c) and the modified RI method (Fig. 1d). For this
threshold, HROC = 78 / 97 = 0.804 and F = 4384 /
290903=0.01507 for the modified PI forecast and
HROC=49 /97=0.505 and F=4413 /290903=0.0151
for the modified RI forecast. We obtain the values of
HMOL and r by varying the threshold from 1 to 0. Solid
and dashed curves in red in Fig. 2b are the modified PI
and RI forecasts, respectively. Filled and unfilled circles
give Table 3. Also included are the results for the use of
the original PI (blue solid curve) and RI (blue dashed
curve) methods. Green line is the ideal RAN forecast
(HMOL= r) and dash-dotted curves are the RAN forecast
based on 100 reshuffled catalogs. The results obtained
here is consistent with those obtained for the Molchan
diagram.

In the framework of ROC diagram, the values of a
and c are very small, relative to those of b and d for all
the values of the threshold w (a, c<b, d for all w). The
area with false alarm is similar to the total alarm area.
That is, the values of r are similar to those of F for many
thresholds w. This is the reason why the diagram in Fig.
2a is very similar to that in Fig. 2b.

Next, we applied the likelihood test to competing the
original and modified PI and RI forecasts. We first take
the global Gaussian model. Then we compute the log-
likelihoods: log10(LG)=−275 for the original PI, log10
(LG)=−296 for the original RI, log10(LG)=−182 for the
modified PI, and log10(LG)=−249 for the modified RI,
and give them in Fig. 3a. Also included is the histogram
of the log-likelihoods of RAN forecasts for applying the
modified PI method to the 100 reshuffled catalogs. The
log-likelihood log10(LG)=−182 for the modified PI is
larger than the others. Next we take the local Poissonian
model. As for the global Gaussian model, the log-
likelihoods for the original and modified PI and RI
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forecasts are computed and the results are given in Fig.
3b. The value of log10(LP) for the modified PI is larger
than those of the other log-likelihoods. We compute the
log-likelihoods for the RAN forecast obtained by
applying the modified PI method to 100 random
catalogs. The results are shown in this figure (histo-
gram). Since larger values of the log-likelihoods
indicate a more successful hypothesis, the logical
conclusion is that the modified PI technique has better
forecast skill relative to the original PI technique, the
original and modified RI techniques, and the RAN
forecast technique.

6. Correspondence of the forecast with the data

To test a forecast (or hypothesis) against a null
hypothesis is a necessary step for evaluation of a
hypothesis. However, we should also test the corre-
spondence of the forecast with the data. These tests, in
the framework of likelihood testing, has been proposed
by many researchers (e.g., Kagan and Jackson, 1991,
1994, 1995; Jackson, 1996; Kagan and Jackson, 2000;
Schorlemmer et al., 2006). Without showing that the
forecast corresponds to the observation, we should not
claim a successful forecast. Applying only the likeli-
hood test does not allow a statement of quality.
Although the spatial distribution of earthquakes denoted
by circles seems to agree with that of the seismically
anomalous regions, we want to quantitatively assess the
effectiveness of the forecast in Fig. 1c. How do we
evaluate the statistical significance of a seismic hazard
map? The question was highlighted by Kagan and
Jackson (1991) in their discussion of the seismic gap
Fig. 3. Plots of log-likelihoods for 100 random catalogs (histogram); for the
original and modified PI forecasts. (a) Global Gaussian model and (b) local
hypothesis. In this paper, following Kagan and Jackson
(1994), we use a variant of the bootstrap technique
based on Monte Carlo simulations (see also Kagan and
Jackson, 2000). We first simulate earthquake sequences
using the forecast map in Fig. 1c. Then, we compare the
log-likelihoods for these synthetic catalogs, log10(LG,k)
for the Gaussian model and log10(LP,k) for the
Poissonian model, with those for the control catalog
that is the catalog of earthquakes indicated by circles in
Fig. 1c, log10(LG)=−182 and log10(LP)=−208, respec-
tively. Note that log10(LG,k) and log10(LP,k) are the log-
likelihoods for the earthquake sequence obtained by the
k-th simulation with k=1, 2,…, NSIM, where NSIM is the
total number of simulations. The distribution of these
log-likelihoods is normal (Gaussian) for large NSIM.

For our case, synthetic catalogs of 97 earthquakes are
made based on the forecast map in Fig. 1c. We use the
rejection method for generating random deviates (Press
et al., 1992, p. 290) to distribute these earthquakes. The
brief description of how this method is applied to
making a synthetic catalog is given below. At the first
step, choose a point randomly from any point in the
study region. Second, generate a random number (0 to
1). Here there are two realizations. 1) If this random
number is larger than the PI score for the box into which
the random point is included, this point is rejected and
we do not take the point into consideration. Then, we go
back to the first step. 2) If it is smaller than the PI score,
this random point is accepted and we assume that an
earthquake occurs at this point in the forecast interval.
We include this earthquake into the synthetic catalog
and then go back to the first step. This procedure is
repeated until 97 earthquakes are included into the
use of the original and modified RI forecasts; and for the use of the
Poissonian model.



Fig. 4. Testing the forecast in Fig. 1c. We use the 2000–2009
earthquakes as a control set. The bootstrap distribution is given by the
dashed curve for the use of the Gaussian model and by the dash-dotted
curve for the use of the Poissonian model. The mean and standard
deviation calculated based on the 1000 realizations are 11.29 and 13.05
for the Gaussian model, respectively. For the same realizations, we
obtain the mean of −12.98 and the standard deviation of 18.60 for the
Poissonian model. Computed data on the left of the vertical solid line
are constituted of simulations worse than the real earthquake
distribution (the control set); curves on the right are constituted of
simulation better than the real earthquake distribution.

Fig. 5. PI forecast map with two color-codes. Logarithmic values of the
PI score log10(PI score) are given using the blue color-code when
Δni⁎(t0,t1,t2)<0 and using the red color-code when Δni⁎(t0,t1,t2)>0.
The times used are t0=Jan. 1, 1965, t1=Jan. 1, 1990, and t2=Dec. 31,
1999. The areas in red and blue has experienced the seismic activation
and quiescence, respectively, in the change interval from t1 to t2.
Circles in this figure are earthquakes that occurred in the forecast
interval for the magnitude 5.0≤mJMA. Details of the correspondence
between the color bar and the colors used in the figure and coloring the
offshore and onshore regions are given in the caption of Fig. 1.
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catalog. We made NSIM=1000 synthetic catalogs to
assess the effectiveness of the forecast in Fig. 1c.

Fig. 4 shows bootstrap distributions. Normalized
cumulative number of synthetic catalogs is given as a
function of the log-likelihood ratios defined by log10
(LG /LG,k) and log10(LP /LP,k). This normalization means
that cumulative number of catalogs is divided by NSIM.
That is, this normalized number is from 0 to 1.
Following Kagan and Jackson (1994), we consider
that the forecast is rejected if the observed (that is, test or
control) catalog is too different from the simulated
catalogs (that is, if log10(LG/LG,k)=0 and log10(LP /LP,k)
=0 fall within upper or lower 5% of the cumulative
distribution). As shown in Fig. 4, the normalized
number of catalogs is 0.19 at log10(LG /LG,k)=0 and
0.76 at log10(LP /LP,k)=0. That is to say, the observed
catalog does not fall within upper or lower 5% of the
cumulative distribution. This result shows that the
observed catalog is consistent with the simulated
catalogs. Thus, our forecast is acceptable.

One may note that Schorlemmer et al. (2006) studied
the technique of Kagan and Jackson (1994, 2000) in
depth for California earthquakes. We agree that the use
of the technique adopted in our paper is a preliminary
step and a detailed investigation to support our result
obtained here would require the use of the technique of
Schorlemmer et al. (2006).
7. Seismic activation and quiescence

As shown in the step 8 of the PI forecast algorithm
described in Section 2.2, we squareΔni⁎(t0,t1,t2) in order
to obtain the probability in box i, Pi(t0,t1,t2). This
probability is a measure of both seismic activation and
quiescence. The area of Δni⁎(t0,t1,t2)>0 is the area that
has experienced seismic activation in the change
interval t1 to t2. Similarly, the area of Δni⁎(t0,t1,t2)<0
is the area that has experienced seismic quiescence in
the change interval t1 to t2. Here we distinguish between
the areas of the seismic activation and quiescence. Two
color-codes, red and blue, are used to express the
logarithmic values of PI score log10(PI score) when the
Δni⁎(t0,t1,t2)>0 and those when Δni⁎(t0,t1,t2)<0, respec-
tively. The result is shown in Fig. 5. The times (t0, t1, t2)
used for this figure are the same as those used for Fig.
1c. We see both blue and red areas in this figure. Circles
are the earthquakes of mJMA≥5 since 2000. The area
associated with the 2004 Niigata earthquake has
experienced seismic activation prior to the occurrence
of this earthquake. The area associated with the 2000

http://www.earthquake.ethz.ch/docs/drafts/draft_relmtest
http://www.earthquake.ethz.ch/docs/drafts/draft_relmtest
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Miyake earthquake swarm has experienced both seismic
activation and quiescence prior to the occurrence of this
swarm.

We confirm that red and blue areas have experienced
seismic activation and quiescence, respectively. An
approach to doing this is to make the graph of the
cumulative number of earthquakes NCUM as a function
of time t. This approach has been taken to detect
precursory seismic quiescence (e.g., Habermann, 1988;
Wyss and Habermann, 1988). For instance, Fig. 6a
shows the results for the area associated with the 2004
Niigata earthquake since the time t0=Jan. 1, 1965. This
area is between 37.0 and 37.4° north latitude and
Fig. 6. Cumulative number of earthquakes per year NCUM as a function of t
latitude and between 138.4–138.8° east longitude, (b) the area between 33.6–
area between 37.0–37.4° north latitude and between 138.8–139.4° east long
139.2–139.6° east longitude. The area shown in (a) is associated with the a
associated with the anomalies of the 2000 Miyake earthquake swarm. The are
region. Vertical lines denote the times t1=Jan. 1, 1990 and t2=Dec. 31, 1999.
t2 (solid line) and the range t0 to t1 (dashed line).
between 138.4 and 138.8° east longitude. Also included
into this figure are two regression lines fitted to the data
in the periods t0 to t1 (dashed line) and t1 to t2 (solid
line). The slopes of the regression lines show that the
number of earthquakes per year is about one during the
period t0 to t1 and about three during the period t1 to t2.
This shows that the rate of seismic activity for the
former period is lower than that for the latter period,
confirming the suggestion of seismic activation in this
area. The same procedure has been performed for other
anomalous areas shown in Fig. 5. The results for the two
areas of seismic quiescence and activation associated
with the 2000 Miyake earthquake swarm are shown in
ime t (year) for the four areas: (a) The area between 37.0–37.4° north
33.9° north latitude and between 139.2–139.6° east longitude, (c) the
itude, and (d) the area between 34.6–34.9° north latitude and between
nomaly of the 2004 Niigata earthquake. The areas for (b) and (c) are
a for (d) has experienced the strongest seismic quiescence in the study
Also included are the regression lines fitted to the data in the range t1 to
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Figs. 6b and c, respectively. Fig. 6d shows the result for
the area that has experienced the strongest seismic
quiescence in the map (between 34.6 and 34.9° north
latitude and between 139.2 and 139.6°). We confirm that
clear seismic activation or quiescence in each figure.

8. Discussion

If the observed spatial pattern of the anomaly in Fig.
1c were largely changed for varying the time t0, then
discussion based on this figure would be questionable.
To test this idea, we took the time t0 to be Jan. 1, 1940 to
Jan. 1, 1988 to generate the PI forecast maps. The times
t1, t2, and t3 are the same as those defined in Section 4.
To statistically check this, we use the log-likelihood
ratio in Fig. 7. This ratio is defined by the subtraction of
log10(LG) and log10(LP) for the time t0 given at the
horizontal axis from log10(LG) and log10(LP) for the
reference time t0=Jan. 1, 1965, respectively. We see that
the ratios do not vary for t0=1940–1970 and the
smallest values for both Gaussian and Poissonian
models are given for t0=1965. The ratio increases
after t0=1983 for the Gaussian model and after t0=1975
for the Poissonian model. Also used are the Molchan
and ROC diagrams as done above and it is generally
seen that the curves for t0=1940–1970 (not shown) are
not different from the curve t0=1965 in Figs. 2a and b
(solid curve in red). The maps for t0=1940–1970 are not
significantly different so that we do not show them.
Fig. 7. Forecast performance as a function of t0 (year) in terms of the
Gaussian (solid curve) and Poissonian (dashed curve) models. The log-
likelihood ratio is defined by the subtraction of log10(LG) and log10(LP)
for the time t0 given at the horizontal axis from log10(LG) and log10(LP)
for the reference time t0=Jan. 1, 1965, respectively. The times t1, t2,
and t3 are the same as those defined in Section 4. The values above the
horizontal dotted line represent the performance worse than that for the
reference time.
These tests show that the spatial pattern of the anomaly
is stable for variations of the time t0 within the range
t0=1940–1970, so discussion based on Fig. 1c with
t0=Jan. 1, 1965 is not so questionable. However, note
that according to our knowledge, completeness of the
JMA earthquake data does not exist since 1965.

In this paper, testing a forecast against data contain-
ing many events from essentially two swarms, the
Niigata and Miyake swarms, may not be an appropriate
setup to measure the performance of the PI forecast.
Thus, it is of interest to remove, at least, the aftershock
sequence of the Niigata earthquake from our analysis.
Here we do this and apply the modified PI and RI
methods to competing the forecasts based on these
methods. We compute the log-likelihoods for the
Gaussian model so that the obtained values are log10
(LG)=−138 for the modified PI and log10(LG)=−202
for the modified RI. Next we take the Poissonian model.
The log-likelihoods obtained are log10(LP)=−172 for
the modified PI, and log10(LP)=−200 for the modified
RI. For both models, the log-likelihood for the PI
forecast is larger than that for the RI forecast. We
compute the performance of the PI and RI forecasts
according to the Molchan and ROC diagrams and
include the results into Figs. 2a and b. The solid and
dashed curves in cyan color correspond to the use of the
modified PI and RI methods, respectively. For both
diagrams, it is generally seen that the curve of the PI
forecast is located in the upper left relative to that of the
RI forecast. Thus, the result obtained here is that the
modified PI technique has better forecast skill relative to
the modified RI one even if the aftershock sequence of
the Niigata earthquake is removed from our analysis.
This leads to further support our primary conclusion.

9. Summary and conclusions

Recently, our group developed a new approach to
earthquake forecasting. This approach is based on a
Pattern Informatics (PI) algorithm, which can be used to
detect seismic activation and quiescence and to make
earthquake forecasts (Rundle et al., 2002, 2003; Tiampo
et al., 2002). The objective is to narrow the possible
locations where large earthquakes are expected to occur
in the near future (from a few to as many as ten years).
This approach has been applied to California, Japan and
on a worldwide basis (e.g., Holliday et al., 2005). In this
paper we modified the original PI method and applied
this to forecasting future (2000–2009) large (mJMA≥5)
earthquakes in the central part of Japan (33–38° north
latitude, 136–142° east longitude). This modification is
an introduction of the idea of Moore neighborhood into
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the process to construct PI forecast. We visually
compared between the hazard maps made by using the
original and modified PI methods. We paid attention to
the association of the large earthquakes in the forecast
interval (2000–2009) with the possible locations where
large earthquakes are expected. We found that this
association for the modified PI method is stronger than
that for the original PI method. The modified approach
enlarges the areas of the possible location with high PI
values and reduces “noisy” anomalies that are the areas
with small PI values. To objectively test whether or not
this modification is effective, we adopted three
statistical methods, the Molchan and ROC diagrams
and the log-likelihood test. For all tests it was seen in
general that the modified-PI-based forecast performs
significantly better than the original-PI-based forecast
and the forecasts based on the two null hypotheses (RI
method and RAN method). We further examine our
modified-PI forecast by using the bootstrap test in
order to check the correspondence of its forecast to the
data. This examination showed the result that our
forecast is statistically acceptable for the correspon-
dence to the data. To show this applicability of our
new method to forecasting earthquakes beyond doubt,
we distinguished the areas of seismic anomaly into two
areas of seismic activation and quiescence and
confirmed that these observed areas did indeed
demonstrate activation and quiescence, by plotting
the cumulative number of earthquakes per year as a
function of time (year) for several areas of seismic
anomaly. The modification presented in this paper is
one of our innovative and state-of-the-art sciences that
Nanjo et al. (in press) did not do. It will be of interest
to understand how this new PI approach can be applied
to other regions, especially tectonically active and
complex regions such as Taiwan (Chen et al., 2005).
Our results indicate that the modified PI method shows
considerable promise as an intermediate-term earth-
quake forecasting tool.

Further investigation discussed below makes an
interesting contribution to the understanding of the
applicability of the (modified or original) PI method to
forecasting earthquakes. The analysis given in this paper
is for a two-dimensional problem. It is desirable to
extend the analysis to a fully three-dimensional (3D)
forecast. One way to do this is to generate a 3D forecast
map. We claim that further investigation of this
approach would help us to understand earthquake
forecasting in a 3D subduction zone where an oceanic
plate is subducting beneath a continental plate, such as
subduction of the Pacific plate under the eastern margin
of the Eurasian plate.
Finally, some readers may see little value in testing a
forecast issued for the period 2000–2009. So far, only
half of this period has passed and any evaluation of the
described forecast may be regarded as preliminary.
Additionally, it may be felt that the method presented
does not have adequate a posteriori justification. One
approach to support the effectiveness of the modified PI
method would be to perform the same procedure for a
different, previous decade, e.g., 1990–1999 and to
demonstrate that the applied strategy would be able to
correctly identify the large events that occurred in the
past. This would allow us to “tune” this strategy and
give at least an empirical explanation about the choices.
Thus, demonstrating that it could be efficiently applied
in an a posteriori manner in the past will be our next
research. It will allow the potential readers to learn
something about the method and its applicability to an
important seismicity region such as Japan.
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