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Abstract Displacement time histories from double-integrated accelerograms typ-
ically cannot be used to recover near-field terms because of noise in the acceleration
traces. To minimize this problem, empirical mode decomposition (EMD) is used to
derive a baseline correction scheme. The scheme is tested against several models com-
posed of a single frequency or two frequencies and offsets in acceleration. It is verified
against real displacement time history using Global Positioning Systems (GPS)
measurement. For single- and double-frequency-content models, obvious discontinu-
ities are found at drift times for lower intrinsic mode function (IMF) components. A
drift model, however, can be clearly found from summing higher IMFs and the resid-
uals of simple frequency-content waveform models. On the other hand, results show
that the lesser frequency-content signal has the greater decomposed result. Therefore,
a suitable corner frequency for low-pass filtering is first implemented to reduce fre-
quency content. In this case, the trend in the given drift model is easily found by
summing higher IMFs for a complex frequency content model (model 3 of this study).
A suitable corner frequency for low-pass filtering is attained using a grid-search
method. A new semiautomatic EMD-derived baseline correction scheme is tested.
The corrected coseismic deformation value (CDV, denoted hereafter as from preevent
displacement to the final offset during strong motion), peak ground displacement, and
displacement time history from this method have good agreement with 1-Hz continu-
ous GPS measurement for the 2011 Tohoku earthquake.

Introduction

Dense seismic monitoring systems with digital collec-
tion systems are now common place across dozens of coun-
tries. Additionally, digital data reduce background noise
levels, record pre-event histories and first motion data, and
provide a wider and more dynamic range (i.e., seismograph
with 24 bit or higher) (Boore and Bommer, 2005). Regard-
less of the greater efficiency and convenience digital data
have afforded, problems with determining strong motion
close to the source of an earthquake remain. The problem
with determining velocity and displacement relates to a phe-
nomenon known as baseline drift (Graizer, 1979; Iwan et al.,
1985), which may have its source in ground rotation and
tilting at measuring stations (Graizer, 2005, 2006) or in the
analog-to-digital conversion process (Boore, 2003; Wang
et al., 2003).

Iwan et al. (1985) describe the problem of magnetic hys-
teresis, which occurs during strong ground shaking, and the
occurrence of baseline drift. Figure 1 shows the effects of
baseline drift as a step function in acceleration data. This
results in seriously oblique baselines for the integrals of
velocity and displacement. This steplike long-period drift
function can be corrected using (1) Fourier-based high-pass
filtering to eliminate long-period anomaly (Wang et al.,
2003, suggested 0.015-Hz low-cut filtering for the 1999
Chi-Chi, Taiwan, earthquake) or (2) the slope of velocity
lines for each part of the acceleration function if suitable time
divisions (t1 and t2 in Graizer, 1979; Iwan et al., 1985) can be
obtained. The problem with (1) is that Fourier-based high-
pass filtering results in information loss on permanent dis-
placement. On the other hand, (2) can be difficult because
it is not easy to find suitable time divisions. For example, in
the case of Taiwan’s 1999 Chi-Chi earthquake, Boore (2001)
realized that unsuitable time divisions could lead to great
divergence in near-fault strong motion. Boore et al.
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(2002) used a quadratic fitting technique to 1999 Chi-Chi
earthquake velocity data to correct the record of Boore
(2001) but still produced variance in the permanent displace-
ment record.

Wu and Wu (2007) added an important time parameter
t3 to calculations to help recover some of the lost coseismic
displacement; t3 is the point in time at which displacement
time history becomes a straight flat line. They calculated the
determined parameter to find the optimal correction result
from a grid-search scheme for different divisions of time
pairs. In order to reduce manual decision making in the
above grid-search scheme, Chao et al. (2010) minimized
misfit between observation and calculation in a study of the
2003 Chengkung, Taiwan, earthquake. They assumed t1 and
t3 could be automatically chosen from the accumulated
energy of uncorrected acceleration. Wang et al. (2011)
improved the above approach by following a scheme in
which baseline correction is determined by the long-time
behavior of corrected displacement seismograms. The im-
proved automatic baseline correction scheme is also based
on a step-function fitting process such that the real displace-
ment history after correction fits the step function. This re-
lates to a quite short rise time due to the rupture process
being temporally short at the fault.

On the other hand, rotation and tilting motion are the
important issues within the fact of baseline drift; they are
usually considered as a part of drift noise and were negligible
from many researches. Graizer (2005) considered the equa-
tions of pendulum behavior and identified tilt effects using
numerical experiments. Graizer (2006) constructed an algo-
rithm to extract tilt information from free field and building
response during earthquakes. The contributions of tilt in-
volved in drift noise can be measured if the six-component
seismograph (three translational and three rotational) can be
applied more widely.

As mentioned, the steplike long-period drift function as-
sumed by Graizer (1979) and Iwan et al. (1985) can be cor-
rected using Fourier-based high-pass filtering for the
elimination of long-period anomalies; however, this results
in a permanent loss or contortion of displacement informa-
tion. There are two different signal analysis techniques that
can be applied to this problem. They are (1) discrete wavelet
transform (DWT) and (2) empirical mode decomposition
(EMD). DWT is a quadrature mirror filter technique that splits
an input signal into two bands, allowing for several different
frequency-content modes (Mallat, 1989). The EMD method
is a relatively new signal analysis method that allows com-
plicated datasets to be decomposed into a finite number of
components known as intrinsic mode functions (IMFs). EMD
is useful for nonstationary and nonsinusoidal signal decom-
position (Huang et al., 1998). This is the main method used
in this study. Each IMF decomposed from EMD can be de-
scribed characteristically as “the higher the decomposed
mode, the lower the frequency content” (Zhang et al., 2003).
The EMD process can be interpreted as a filter bank of over-
lapping band-pass filters for the case of fractional Gaussian
noise (Flandrin et al., 2004).

The EMD method was first applied to deal with baseline
correction problems from strong-motion data of the 1999
Chi-Chi, Taiwan, earthquake. The baseline drift problem for
velocity (Fig. 1b) was treated as a final residual in the EMD
process owing to the final residual needing to be a monotonic
function from which no more IMF can be extracted (Huang
et al., 1998). The value of coseismic deformation after elimi-
nating the residual for velocity, however, showed some
disagreement with Global Positioning Systems (GPS) data at
station TCU129 (Huang et al., 2001). Additionally, a three-
phase DWT-based baseline correction scheme that combined
decomposition results from acceleration and velocity to-
gether to get suitable value for permanent displacement was
made for near-fault strong-motion records of the same earth-
quake (Chen and Loh, 2007). Decomposed lower frequen-
cies subband from discrete Fourier transform construct a
reasonable drift model for station TCU068 during the 1999
Chi-Chi, Taiwan, earthquake. Translational in three compo-
nents and rotational motion in horizontal components are
identified (Chanerley and Alexander, 2010). Recently, an im-
proved EMD procedure has been released that makes each
IMF more stable, reasonable, and available in nonsinusoidal
signal decomposition (Wu and Huang, 2008). This might
provide an opportunity to solve baseline drift from decom-
posing the steplike drift model for acceleration but not the
velocity residual. In this study, the improved EMD process
for acceleration data is used to verify its ability to correct
baseline drift problems. Corrected displacement agrees well
with GPS data in many cases.

Empirical Mode Decomposition Method

The Hilbert–Huang transform consists of two parts: the
EMD method and the instantaneous frequency of Hilbert
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Figure 1. Three-part baseline drift model in (a) acceleration,
(b) velocity, and (c) displacement time history. t1 and t2 time re-
present time divisions; am and af mean drift offset values for each
part. (Based on Iwan et al. [1985]). The color version of this figure
is available only in the electronic edition.
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spectral analysis. The well-behaved Hilbert transforms need
the IMF components to describe frequency content of data in
full. The EMD method decomposes a digital signal into
several IMFs (Huang et al., 1998). For a complex signal X�t�,
the sifting process for EMD is as follows:

X�t� −m1 � h1; (1)

where m1 is the mean of upper and lower envelope lines
deduced from local maximum and local minimum values
for the whole of the data, and h1 is the difference between
data X�t� and m1. The sifting process has two purposes:
(1) to eliminate riding waves, make whole trace became a
monotonic function; and (2) to make wave profiles more
symmetric. Toward this end, the sifting process has to be re-
peated many times. In the second sifting process, h1 is treated
as the second dataset and so on:

h1 −m11 � h11: (2)

Repeating these calculations k times is shown as

h1�k−1� −m1k � h1k: (3)

The sifting processes ends when most of the local maxi-
mums are positive and local minimums are negative; at this
point h1k becomes IMF c1; that is,

c1 � h1k: (4)

In order to determine howmany times the sifting process
needs to be performed to derive one IMF, Wu and Huang
(2008) calculated the sifting number for the IMFs of two sim-
ilar signals (i.e., signals of no more than 10% difference).
The results showed IMFs between the two signals were stable

when k was fixed at 10. This paper also follows a procedure
of k � 10 for each IMF c.

After one IMF c1 is decomposed, the residual is the
original data minus c1:

X�t� − c1 � r1: (5)

Because the residual r1 still contains information of
longer period components, it was treated as new data and
the procedure repeated such that
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Figure 3. The numerical waveform model made from Z com-
ponent of station 51SFB for the May 2008 Wenchuan, China, earth-
quake with high-pass filtering (corner frequency f0 � 0:3 Hz) first
and added obvious offset at 35 (30 Gal) and 55 (10 Gal) s (model 3).
The color version of this figure is available only in the electronic
edition.

0 10 20 30 40 50

−600

−400

−200

0

200

400

600

Time (s)

A
cc

el
er

at
io

n 
(G

al
)

 

Design−Signal
Design−Wave Package
Design−Offset

0 10 20 30 40 50

−600

−400

−200

0

200

400

600

Time (s)

A
cc

el
er

at
io

n 
(G

al
)

 

Design−Signal
Design−Wave Package
Design−Offset

(a) (b)

Figure 2. Numerical waveformmodels with obvious offset. (a) Single-frequency content (model 1): offset is at 5 (30 Gal) and 20 (10 Gal)
s. (b) Double-frequency content (model 2): the offset is at 5 (30 Gal) and 20 (10 Gal) s. The color version of this figure is available only in the
electronic edition.
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r1 − c2 � r2;…; rn−1 − cn � rn: (6)

Finally, n IMFs are decomposed from these sifting proc-
esses. The next question then is the quantity of modes that
can be decomposed per signal. Huang et al. (1998) men-
tioned as a cutoff point the residual rn being so small (a mon-
otonic function) that no further IMF could be decomposed.
Flandrin (2004) tried to systematize this procedure by de-
composing the signal of white noise. They found that even
a complex frequency-content signal such as white noise has
mode numbers of less than or equal to an order of two rel-
ative to the total number of data points. Wu and Huang
(2008) set the effective mode number as approximately an

order of two to the total number of data points minus
one, giving total IMF of

n � log2�ptotal�; (7)

nIMF � ROU�n� − 1; (8)

where ptotal is total number of data points of original data
X�t�, nIMF is the total IMF number from the sifting process,
and ROU�n� is the round down for the value of n (i.e., no
decimal places).

In this study, the improved EMD process of Wu and
Huang (2008) is used to decompose man-made numerical
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Figure 5. Three of the results that are most similar with the original drift model (black line) and two nearly summed results (gray lines).
(a) Numerical waveform model 1, summed from modes 2, 3, 4–12, and residual mode. (b) Numerical waveform model 2, summed from
modes 3, 4, 5–12, and residual mode.
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waveform models and real seismic data to correct the prob-
lem of baseline drift.

Numerical Waveform Model

In order to verify the ability of the improved EMD proc-
ess of Wu and Huang (2008) to deal with baseline drift prob-
lems, several numerical waveform models are examined.
First, we compose a single- or double-frequency-content
sinusoidal wave designed with a wave package that will
attenuate with time. Two obvious offsets based on the
assumption of the baseline drift model of Iwan et al. (1985)
are added to these waveforms (Fig. 2). The equation for the
single-frequency-content signal is as follows (model 1):

y � 600

0:141
× sin�πt� × exp�−8t� × sin�10πt�; (9)

where the unit of y is acceleration ground motion (Gal). The
obvious offsets are set at 5 and 20 s (Fig. 2a).

The double-frequency-content signal is shown in
Figure 2b. The equation is as follows (model 2):

y � 600

0:294
× sin�πt� × exp�−8t�

× �1:3 × sin�20πt� � 0:8 × sin�6πt��: (10)

After considering a simple frequency-content signal, a
complex frequency-content signal corresponding to a real
world scenario is constructed. The third numerical model is
made from real seismic data of the May 2008 Wenchuan,
China, earthquake. The seismic data are provided from
the Institute of Engineering Mechanics, China Earthquake
Administration (see Data and Resources). The acceleration
data are high-pass filtered first to eliminate any original pos-
sible baseline drift problem before adding the given offsets of
this paper’s model. The offsets of the drifting model are set at
35 and 55 s (Fig. 3; model 3).

Improved EMD Process and Numerical
Waveform Models

Several IMF components, decomposed from the first and
second numerical waveform models by EMD, are shown in
Figure 4. There are obvious discontinuities for the time
divisions of the given drift models for lower IMF components
(IMF2 and IMF3). The final offset in residual mode indicated
the second offset (10 Gal) of model 1; these offsets occurred
at 5 s (30 Gal) and 20 s (10 Gal) (Fig. 4a). Obvious disconti-
nuities also occurred at drift times for lower IMF components
(IMF3 and IMF4); however, the final offset is not shown in
the residual mode of model 2 (Fig. 4b).

Because of the frequency content becoming lower with
increasing IMF numbers (Zhang et al., 2003), the steplike
drift model (which can be imaged as a low-frequency signal)

should occur at the higher or highest IMF modes. The origi-
nal drift model did not show in the highest mode or residual
mode. The higher modes were summed, and the three results
that were most similar to the original drift model are shown
in Figure 5. Offset can clearly be identified in shape and
value for waveform model 1 (Fig. 5a) from summing modes
2–12 and the residual modes. It is also recognizable from
summing results for waveform model 2, but the modes (sum-
ming 3–12 and residual modes) were different from the
previous example (Fig. 5b).

Figure 6 shows waveform model 3 (without any filtering
on raw data). The phenomenon of discontinuity is evident in
each of the IMFs of models 1 and 2, but this is not so apparent
in model 3, especially in the lower-order IMFs. The trend in
the steplike drift model can still be found by summing modes
8–13 and residual modes. Figure 6b shows the results of
summing these higher modes.

These results suggest the following assumption: simple
or lesser frequency-content signals have a greater decom-
posed result, and a given drift model can be found by sum-
ming higher and residual modes. To test this, Fourier-based
low-pass filtering with different corner frequencies was
applied to numerical waveform model 3 after summing the
drift model to reduce frequency content. Figure 7 shows that
the lower frequency content of the original signal does have
better decomposed results. At 1 Hz (Fig. 7c), the result shows
the closest shape and offset value to the original steplike drift

Figure 9. Semiautomatic EMD-derived baseline correction
scheme of this study.
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Figure 10. Examples of the EMD-derived baseline correction scheme of this study: (a) acceleration data with low-pass filtering (corner
frequency, 0.385 Hz) for station 51SFB in Z component for the May 2008 Wenchuan, China, earthquake; (b) 13 IMFs and residual from EMD
process; (c) summed results from modes 2, 3, 4…13 and residual mode; (d) original acceleration data with removed-front 3-s mean; (e) the
result of original minus summed IMFs, modes 2, 3, 4…13, and residual mode in acceleration (thick black line, suitable correction results; gray
lines, nearby modes); (f) velocity; (g) displacement (light dashed line, correction from Huang et al. [2011]; thin black lines, final 15 matches;
black dashed line, average of these results). The color version of this figure is available only in the electronic edition.
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model. This result is better than filtering at 1.5 and 2 Hz
(Fig. 7a,b) and the unfiltered result (Fig. 6b). Several tests
were made and the summing of higher modes treated as a
quality index in the next section.

Different Tests for Summing Higher IMFs

Following the above assumption, an induction method
is used in this section. Several different tests using different
offsets and filtering signals are conducted to find which
parameters most influence the results of decomposition.
The parameters include the period of given drift models,
corner frequencies for low-pass filtering, and the amplitude
of given offsets.

Figure 8 shows characteristic differences between the
summed results for each parameter; the black lines are the
suitable decomposed results. These results fit the original
man-made drift models for the different parameters. The find-
ings can be summarized as follows: (1) if a suitable corner
frequency for low-pass filtering is implemented first to reduce
frequency content, the trend in the given offset model can be
more readily found from summing higher IMFs; (2) the suit-
able corner frequency decreases with increasing period for the
given offset; and (3) the suitable corner frequency is also
influenced by the amplitude of the given drift models. Addi-
tionally, for the results of summing higher IMFs for numerical
waveform model 3, although low-pass filtering before EMD
processing helped reduce frequency content, some ripples still
occurred in the summed waveform. This suggests some
limitations, perhaps due to the rectangular shape of the step
function in the filter bank for EMD processing. However, the
rectangle shape of the step function is a simplistic drift model,

and it should be more complex during strong shaking, which
suggests there still exist some opportunities to correct the
baseline drift problem through the EMD process. Addition-
ally, the assumption can be modified as if suitable low-pass
filtering had already been applied. Good correction results
can be achieved regardless of the steplike drift model.

New EMD-Derived Baseline Correction Scheme

As the suitable corner frequency of low-pass filtering is
related to the period of drift models and amplitude of drift
offsets, the shape of real drift offsets for real seismic data is
not clear. There are many uncertainties in applying the
improved EMD process to real seismic data as the shape
of drift model may not be sharp and rectangular-like in offset.
Therefore, the grid-search method is applied to find a suit-
able corner frequency for low-pass filtering of real seismic
data in this study.

The assumed baseline correction scheme is as follows
(see flow chart in Fig. 9 and example in Fig. 10): (1) For
original acceleration seismic records, the preevent mean is
first removed (this is the start of the record plus three seconds
before the earthquake signal); additionally, acceleration data
is subject to low-pass filtering with the corner
frequency (Fig. 10a) changed several times during the grid-
search scheme. (2) IMFs are calculated for the filtered signal
(Fig. 10b), and summing of the higher modes and residuals is
conducted for each mode (2, 3, 4…) to the highest mode
(Fig. 10c). (3) As one of the summed results may relate to
drift offset in acceleration, it may be eliminated from the dif-
ference between raw data and real ground motion; therefore,
each summed result is subtracted from unfiltered seismic
data with removed-front 3-s mean (Fig. 10d) and then double
integrated for velocity and displacement field (Fig. 10e–g).
Finally, (4) processes (1)–(3) are repeated continuously until
the most suitable corner frequency and its corrected displace-
ment are found. Determination of whether the correction is
good or not (i.e., which corner frequency should be applied)
is based on the mean of the front and final parts of corrected
velocity being near zero, the final portion of the corrected
displacement being a flat straight line, the mean of corrected
velocity being near zero, and following the relation
between corrected peak ground displacement (PGD) and
coseismic deformation value (CDV) for the EMD correction
results.

After adding the aforementioned parameters to the
model, the EMD-derived baseline correction scheme can
become a semiautomatic process. As an example, we look at
the acceleration record of the Z component at station 51SFB
for the May 2008 Wenchuan, China, earthquake. To change
corner frequencies for low-pass filtering, we first conduct a
grid-search scheme for frequencies 0.1–2.5 Hz. The minus-
summed-higher-modes process is considered for each modes
(2, 3, 4…) to the highest mode. The total numbers of matches
for checking is 19,200 (i.e., a frequency interval of 0.001 Hz
and subtraction of each summed mode gives 2400 × 8). If,
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however, the limit for these results is given such that the sum
of the average of the front and final 5 s from velocity data is
less than or equal to 0:5 cm=s, the matches reduce to 192.
Moreover, the matches can be reduced to 114 if the
absolute value of slope of displacement for the final 20 s is
set to be less than or equal to 0:5 cm=s. The matches can be
further reduced to 56 if the mean of absolute value of velocity
is set at less than or equal to 1 cm=s. Notably, there are still
several anomalous results whereby PGD is large but CDV is
relatively small. It is important in this elimination process to
establish an acceptable indicator for correlation between
these two parameters. Figure 11 plots the correlation be-
tween PGD and CDV for the 2011 Tohoku earthquake. Data
is based on 1-Hz GPS data collected from the Geospatial In-
formation Authority (GSI) website (see Data and Resources).

If this correlation is taken as a guide, then a large number of
outliers can be removed from our above matches, reducing
the number of potential matches to just 15 (Fig. 10g, thin
black lines). Using this elimination approach, the most suit-
able correction-displacement time history can be found if
there is some constraint (such as GPS or correction from
other baseline correction method) for these final matches.

The most suitable frequency for the example of the Z
component at station 51SFB during the May 2008Wenchuan
earthquake is 0.385 Hz. Figure 10 shows the corrected
waveforms as black lines in Figure 10e–g. These compare
reasonably with the corrected results from the semiautomatic
three-part baseline correction method based on the simple
assumption from Wu and Wu (2007) found in Huang et al.
(2011) (Fig. 10g, light dash line). The CDVs are similar, but
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Figure 12. The corrected results from this study for east, north, and vertical components: Station AKT006 (at location A of Fig. 13):
(a) E, (b) N, and (c) Z component. Station AOM012 (at location B of Fig. 13): (d) E, (e) N, and (f) Z. Station IWT001 (at location C of
Fig. 13): (g) E, (h) N, and (i) Z. Station IWT019 (at location D of Fig. 13): (j) E, (k) N, and (l) Z. Station IWT009 (at location E of Fig. 13):
(m) E, (n) N, and (o) Z. Station AKT023 (at location F of Fig. 13): (p) E, (q) N, and (r) Z. The parameters of each station are listed in Table 1.
The color version of this figure is available only in the electronic edition. (Continued)
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PGD values and the record of the shaking history of displace-
ment have some differences.

Corrected-Displacement Time Histories Compared
with Nearest GPS Data

The 11 March 2011 Tohoku earthquake is one of the
largest earthquakes ever, at Mw 9.0. This event was recorded
at 273 K-NET strong-motion stations and 395 1-Hz GPS
stations of Japan’s GEONET system. Although the epicenter
was 150 km off the east coast of Honshu, maximum shaking
was 2:7g. PGA (K-NET MYG004 station) and coseismic
deformation was at 5 m (GEONETOsika station 0550) in the
Sendai area. For this earthquake, Japan’s dense and compre-
hensive network provides a good opportunity to check
corrected-displacement time history using the EMD-derived
baseline correction scheme.

Because of the above inconsistencies between our
corrected-displacement record and Huang et al. (2011)
(Fig. 10e–g), as well as a lack of GPS data and shaking proc-
esses not being so clear at strong-motion stations in China’s
Wenchuan region (Working Group of the Crustal Motion
Observation Network of China Project, 2008), we choose the
1-Hz continuous GPS records of Japan’s GEONET (data
source GSI; see Data and Resources) for our comparative
study with observed displacement. Moreover, the averages of
final correction show a reasonable displacement time history
inWenchuan’s case, andwe try to addmore constraints to deal
with different data andmake this correction schememore use-
ful for different regions that lack continuous GPS measure-
ment: (1) Direction of movement can be easily obtained
from fault plane solution. (2) CDV measurements can be ob-
tained daily from a GPS station (in this case we consider the
CDV of continuous GPS record as the daily solution).
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Figure 12. Continued.
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Figure 12 shows the correction result of averaging solutions in
the same direction as structure movement (thin dash-
dotted line), averaging solutionswith CDVconstraint; the con-
straint set here is the CDVof each solution�40% of CDV from
GPS measurement, at least searching for the 40-cm range
when the CDV from the GPS is smaller than 20 cm (thin dash
line), CDV from the nearest GPS measurement, and the most
reliable solution (thick solid line) for horizontal components.
Because the direction of movement is not easy to obtain in the
vertical component, whether it is subsidence or elevated mo-
tion for each stations in this case, the averaging solution from
direction constraint will not show.

Several strong-motion records from the 2011 Tohoku
earthquake are corrected and compared with the results of
nearby GPS measurements. The distribution of stations in
eastern Japan is shown in Figure 13. Figure 12 shows com-
parative results for several close station pairs (locations
marked in Fig. 13). Although not totally the same, the cor-
rected waveforms of this study have good agreement with the
trend of the shaking process, PGD, and CDV (Figs. 12 and 14;
Table 1). The regional trend also shows that the corrected
CDV of this study fits GPS measurement in direction and
value (Fig. 13). Finally, the misfit range is calculated for each
correction result using the equation

Misfit � 1 − r�cor; obs�; (11)

where r is the correlation coefficient between the whole rec-
ord of corrected-displacement time history in this study and

the observation from the nearest GPS. The average misfit is
0.152; residual in PGD and CDV predictions are 12.3 and
10.3 cm, respectively, of example stations (Fig. 12) for
the correction scheme in this study. It shows a good ability
for an EMD-derived baseline correction scheme to deal with
the drift problem. Otherwise, misfit and residual values for
averaging final solutions from direction and daily CDV con-
straint show that if we did not have 1-Hz continuous GPS
measurement, we need at least daily CDV constraint to get
the precise time history (Table 2).

Conclusions

An EMD-derived baseline correction scheme is used in
this study and verified against real displacement time history
using GPS measurements.

For single- and double-frequency-content models 1 and
2, obvious discontinuities are found at drift times for lower
IMF components; however, a drift model can be clearly iden-
tified from summing higher IMFs and the residuals of simple
frequency-content waveform models. On the other hand, be-
cause the lesser frequency-content signal has the greater de-
composed result, if a suitable corner frequency for low-pass
filtering is first implemented to reduce frequency content, the
trend in the given drift model is easily found by summing
higher IMFs for a complex frequency content model (i.e.,
numerical waveform model, model 3). The suitable corner
frequency is influenced by the shape of the drift model. A
grid-search process can be applied to find a suitable corner
frequency when the true shape of the drift model for an earth-
quake is not clear.

Based on the above, a new semiautomatic EMD-derived
baseline correction scheme is implemented. The corrected
CDV, PGD, and displacement time history from this method
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have good agreement with 1-Hz continuous GPS measure-
ment for the 2011 Tohoku earthquake. The average misfit
for 33 stations (distribution shown in Fig. 13) is 0.239;
residual in PGD and CDV predictions are 17.4 and
14.0 cm, respectively, for the correction scheme in this study.

Data and Resources

This study uses strong-motion data for (1) the May 2008
Wenchuan, China, earthquake, provided byChina StrongMo-
tion Networks Center, Institute of Engineering Mechanics,
China Earthquake Administration and (2) the 2011 Tohoku
earthquake, collected from K-NET, Japan (data are available
at http://www.k‑net.bosai.go.jp/, last accessed September
2012). The 1-Hz continuousGPS recordswere processed from
GSI (Geospatial Information Authority, Japan), NGDS
(Nippon GPS Data Service, Japan), Hitz (Hitachi Zosen
Co., Japan), GPSS (GPS Solutions, Boulder, Colorado),
and VERIPOS (company of instrument and software, United
Kingdom). Data can be obtained from the website of GSI at
http://rtgps.com/rtnet_dl_eq.php (last accessed Septem-
ber 2012).
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